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A series of high power, high efficiend{,-band and W-band gyroklystron experiments has been
conducted recently at the Naval Research Laborathifgl ). Stagger tuning of the cavities for
bandwidth enhancement is commonly used in the conventional multicavity klystrons. The desired
stagger tuning is usually achieved via mechanical tuning of the individual cavities. However, in the
millimeter wave regime, particularly, in the case of the high average power operation, it is desirable
to be able to achieve the required stagger tuning by design. The NRL gyroklystron experiments
explored the tradeoffs between power, bandwidth, efficiency, and gain to study the effects of large
stagger tuning in millimeter wave without resorting to mechanical tuning of the cavities. Both,

K ,-band and W-band, experiments demonstrated a record power-bandwidth product. The success of
the experiments was due in large part to a battery of improved large-signal, stability, and cold test
codes employed in the modeling and design stage. Theoretical models that provide the basis for
these design simulation tools and the design methodology will be presentei99® American
Institute of Physicg.S1070-664X99)92905-1]

I. INTRODUCTION the NRL to study the effects of large stagger tuning on the
i . performance of the gyroamplifiers. These experiments ex-

Gyroklystrons inK,-band and W-band are attractive neq the tradeoffs between power, bandwidth, efficiency,
sources for the next generation of millimeter wave raﬂ_iars.and gain due to circuit geometry and operating parameter
This is because gyroklystrons are capable of operating &k iation. TheK ,-band experiments, using a three-ca¥ity
bOFh. high peak power and h'gh average power with hlghcircuit with heavy stagger tuning, demonstrated more than
efnuency at these frequenuésThe mstantaneou; band- 45 ple the bandwidth of the two-cavity circdityith only a
width of gyrok!ystrons IS determlned by the quality factor ,,qeqt gecrease in efficiency. The W-band experiments
Q _Of the_ cavities, and espeC|aIIy_by t@ of the_ output  5chieved a record power-bandwidth product in a four-cavity
cavity. This leads to narrow bandwidth, since Qas typi- gyroklystron circuit with large stagger tunind.For all ex-
cally on the order of 150-300. However, it is possible 10 iments the results are in excellent agreement with simu-
increase the bandwidth by employing a multicavity gy- lations

roklystron circuit, with each cavity tuned to a different fre- Extensive theoretical work has produced a hierarchy of
quency (stagger tuning Stagger tuning of the cavities for o inear models to describe the beam-wave interaction in

bandwidth enhancement is commonly used in conventiongls qrokiystron circuit. The validity of these models and
mulpcawty .klystrons. The desyed stagggr t_ur_ung 1S ”s_u,a"ytheir accuracy will be discussed in Sec. Il. Ensuring stable
achieved \./|ahmec'r|1|§1n|cal tuning of .the Indl\/'ldulalI qu't'(has'operation is a central step in the gyroklystron design proce-
However, in t e millimeter wave regime, pgr'tlcu arly, in the qure. Issues relevant to self-oscillations in the drift sections
case of the high average power operation, it is desirable t0 bg o v rokiystron circuit will be discussed in Sec. Ill. The
able to achieve the required stagger tuning by design. Thergggionhrocedure of the input coupler will be described in
fore, the purpose of our mvestlgatlor_]s is to develop and VaI'Sec. IV. Finally, in Sec. V the simulation results are com-
date the simulation models, the design methodology, and thﬁared with the experimental data and the methodology de-

manufacturing procedure to achieve this goal for high powe(/eloped for designing the high average power W-band gy-

gyroklystrons. In this paper we describe the simulation mOd'rokIystron is briefly discussed.

els and the design procedure to address the relevant issues.
A series of experiments has been conducted recently at

Il. THEORETICAL MODEL
*Paper Q711.4 Bull. Am. Phys. So4é3, 1845(1998.
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proach implemented in a simulation cdl& complete de- removed as well. All of these efforts resulted in a new pro-
scription of the variety of theoretical models, approachescedure for designing wide band gyroklystrons and to an im-
and methods is beyond the scope of this paper. In this sectiqoroved version of the large signal code, which we named
we will describe briefly the theoretical models, which havemaGykL. Here we will describe only the additions to the
been implemented in the large signal codes used at the Navalodel, keeping the same notation as Ref. 9.
Research Laborator§NRL) for designing the gyroklystron We start with the evolution of the complex amplitude in
experiments. each cavity inMAGYKL, which is described by a time-
We started from the model described by P. Lathamdependent equation
et al® The assumptions in that model were dictated by the
intended gyroklystron application, drivers for the next gen-&_a
eration of linear colliders for particle physics research. Theyr
collider application required a narrow band, low average
power gyroklystron capable of producing a very high peakwherea is the complex normalized amplitude of the fields;
power with high efficiency. This was achieved by using aA ,=Q/{Relw}—w}/w is the normalized frequency shiff,
moderately relativistic 500 kV and 200 A electron be¥m. is the load quality factor of the cavityy is the drive fre-
The NRL gyroklystron development is driven by a radar ap-quency, ando, is the cold resonant frequencyjs the beam
plication, which requires operation at high average powercurrent densityWg,, is the field stored energ¥, is the cold
and wide bandwidth, while maintaining relatively high peak cavity electric field,J is current densityT=2#/w is the
power and efficiency* This can be achieved by using a period, andr is the slow timé? normalized toQ, /. Note
weakly relativistic electron bea®0-70 kV and 4—10 Ain that in the original formulationRef. 9, Eq. (1) does not
a stagger-tuned multicavity circuit. contain the time derivative. We will come to this point later
It turns out that the model in Ref. 9, when augmentedwhen addressing the design procedure.
with additional capabilities required for the design of multi- The cavities are modeled by a series of straight uniform
cavity gyroklystron with stagger tuning for bandwidth en- sections with abrupt radial discontinuities at the junctions.
hancement, contains essentially all of the effects needed fdrhe fields in each section, expanded as a radial series of TE,
an adequate description of the beam-wave interaction in @M, and TEM modes, are determined through a scattering
gyroklystron. Specifically, a more accurate model of the in-matrix solution'® In order to accurately predict the amplifier
put coupler and a model for calculating the dielectric loadingbandwidth of the amplifier, the input cavity model used in
of the intermediate cavities have been added. In addition, ithe past was modified to include a frequency-dependent elec-
turned out that the procedure for designing a gyroklystrortric field amplitude in the drive cavity, as dictated by the
amplifier used in Ref. 9 is not suitable for effective evalua-resonant frequency and tot@l of the input cavity. The field
tion of the bandwidth of the circuit. This deficiency was amplitude in the drive cavity is given by
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where P, is the input power, which is assumed to be fre-could be used. Although reduced models of gyroklystron am-
quency independenQ.,..ma iS the external quality factor, plifiers are still useful for understanding the basic operation
Quossesis the quality factor which includes ohmic and any of these devices, they are not adequate as a design tool if the
other losses from the input cavity, such as field |eakag@omb|nat|on of the highest possible bandwidth and efficiency
through the beam tunnet, andw, are the perpendicular and IS desired. We illustrate the limitations of the reduced models
axial electron velocitiest = zw/c is the normalized distance, PY comparing the results produced by these models with our
and the angle brackets denote an average over patrticles. 'mPFOV\eAf/* gargde S'gnsll COd‘MAG_Y;](L' We will use the four

the derivation of Eq(2), we assumed that the electric field in cavity W- an“ gyro ys”tr_on with stagger tuning as an ex-
the input cavity is small enough that the beam-wave interacf—imple' If the "cold field™ in the cavities is represented only
tion can be evaluated in the linear regime by one radial mode, Tf, and the axial profile is sinusoidal,

Before d ini he desi q ; kthe output power versus input powghe transfer function
efore describing the design procedure, a few remarkg pe significantly different from the transfer function pre-

concerning usage of “reduced models” are in order. It WaSgicted by MAGYKL . This is shown in Fig. 1. Similarly, the
originally expected that the model used in Ref. 9 was unnechower versus frequency dependerandwidth curve at
essarily detailed for a weakly relativistic and low currentgatyration as predicted byaGYKL is quite different from the
beam. Therefore a reduced madddased on a single mode prediction of a model based on a single mode sinusoidal or
sinusoidal or Gaussian axial profile for the “cold” field Gaussian axial profile for the “cold” field.
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Bl T B B L in Eq. (7) in Ref. 9. This approach proved to be computa-
g - T T ] tionally effective for the cases studied in Ref. 9. However, it
35 F - 3 : .
: - ] turned out to be not practical when stagger tuning was em-
30 | s 3 ployed for both efficiency and the bandwidth optimization.
-~ s P 7 ] Adding the time derivative did not change the nature of the
g 25 E / Sine-like E final solution, since the complex amplitude has to reach a
B 20 E electric field 3 steady state in order to satisfy the power balance equation.
g s / ] However, the numerical implementation of solving E2).is
E 5E[f ¢ 3 such that the amplitude and phase of the wave are adjusted
= : " CASCADE ] from one time step to another automatically until the power
e, electric field E balance equation is satisfied. The computation is repeated for
¥ ] different values of the magnetic field in order to optimize the
5 ) - . . . .
[ ] performance. Note that the drift length is mainly determined
L T T ——— by the gain or efficiency optimization.
0 10 20 30 40 50 60

The choice of the guiding center radius involves addi-
Pi,, (W) tional considerations. On the one hand, it is desired to make

FIG. 1. Efficiency versus input power in the case of four-cavity gy- th-e fleld- of the operating m-Ode evanegceptly small in the
roklystron. The four-cavity structure with the following parameters: Cavity drift region, hence a small drift t_Ube radius is advantageous.
1 ,=93.4064 GHz, Q.= 150, Q.=800; Cavity 2 f,=94.2063 GHz, ON the other hand, the beam size has to be adequate to en-
Qioade=175; Cavity 3 f.=93.2836 GHz, Quaqe~175; Cavity 4 f, sure maximum coupling to the electric field and minimum
=93.8874 GHz, Qjoaueq=162.43; electron beam parameters aré:  jnterception by the drift walls. Usually a distance on the
=65kV, 1=6A a=1.5, guiding center radius,=0.081 cm, zero velocity g qar of three Larmor radii from the drift wall is considered
spread. Magnetic field was optimized for maximum efficiendy, . . . ..
—36.8kG. to be safe. Another interesting point worth mentioning con-
cerns the adequacy of the small Larmor radius approxima-
tion that is typically used for describing the beam-wave in-
teraction in the weakly relativistic regime. We find that if the
small Larmor radius approximation is used, the frequency

The process of usinguacykL for designing a gy- pulling due to the beam loading is about 50 MHz different
roklystron is a multistep procedure, which includes thefrom MAGYKL calculationsino small Larmor radius approxi-
choice of an electrodynamical structure, the electron bearmation is used in Bessel function evaluation in the equations
and drive signal parameters, and the optimization of devicéised inMAGYKL ). By itself it is a tiny error, but considering
performance by varying the magnetic field. The determinathe fact that the stagger tuning of the cavities is on the order
tion of the electrodynamical structure consists of severabf 100-150 MHz, the 50 MHz error is quite significant.
steps. First, the resonance frequer@yand length for each
cavity are chosen. Based on this informatioascape™ is
used to determine approximate cavity shapes and sizes ar?d
the drift tube radii that yield the desired frequencies &=l The total quality factors for the intermediate cavities are
as well as the electric field profil&.(r,z). The field axial assumed known in our model. In practice, in order to realize
profile and the amplitudes and phases of the modes togeth#re required cavity losses, a ring of a lossy dielectric is in-
with the “cold” frequencies and)’'s are used in the large serted into the cavitiesAGYKL requires prior calculation of
signal codevAGYKL , in which the particle equations and the the field eigenmode profiles for each cavity, which are nor-
wave amplitude Eq(1) are solved. At this point the input mally obtained from the scattering matrix COGaSCADE,
cavity parameters, such as drive frequeny,, Qex, and  which does not allow the ceramic insert to be included in the
Quss: the beam parameters, such as current, voltagesomputation. Therefore some approximation was necessary
a=v, lv,, root-mean-squaréms) velocity spread and the to model the actual device. UsingpGYKL, a design begins
guiding center radius, and the magnetic field value are chowith a set of frequency an@ values for each cavity, and a
sen. known dielectric constant for the ceramic inserts.

The amplitude in the input cavity is determined by Eqg. An unpublished codepiELEC, developed by P. Latham
(2) via iterations. Usually, three to five iterations are suffi-and modified by B. Levush and A. Berman, is used for each
cient. The number of the time steps needed for the amplieavity to find dimensiongradius, length of the dielectric
tude,a, for the cavities other than the input to reach a steadyfing). DIELEC is a more advanced scattering matrix code that
state solution is usually on the order of 100. The overallpermits(lossy ceramic rings in the description of the cavity
efficiency is evaluated using this steady-state amplitudegeometry. Loss is included through the use of complex val-
Note that the steady-state solution is consistent with the praies of the dielectric constant. The cavity frequency &nd
scribed total quality factor. obtained are passed as inputsmaGyYkL. Note that, when

In the original version of the large signal codwijthout  DIELEC is used, the number of modes required to converge on
the time derivative term, the valu€sand the magnitude and the eigenfrequency is about 10. However, simeCADE
phase of the complex amplitudeand its phase an@® were  must be used for the field profiles passedveGyYKL, ap-
used to determind , from the energy balance equation, as proximate profiles are computed with the assumption that the

A. Design procedure

Effects of the dielectric insert
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cavity electromagnetic fields are excluded from the dielectric ~ [C2220 DIELEC
ring as if it were metal. This assumption is valid if the real —— CASCADE (equivalent
part of the dielectric constant of the ceramic is large. Cavity
dimensions for this equivalent cavity are kept the same as *
those of the true cavity, except that the radius usedas-
CADE is adjusted slightly to match the required resonant fre- & 038
qguency. We have recently adaptedGykL to take fields
from DIELEC. Detailed description of the model will be pre-
sented in other publications. The adapted cogesYKL-C,
follows a similar algorithm, but instead of requiring an ap-
proximate equivalent cavity to be constructed, the field pro-
file is taken directly fronDIELEC. The cavity frequency and
Q are therefore fully consistent with the cavity and dielectric
dimensions, so that a level of approximation has been re-
moved from the calculation.

The original codevAGYKL has been used successfully in
the design of NRL gyroklystron experiments using the cavity 04 .02 () 02 0.4 06 03
field approximation described, and therefore for the param- Axial distance (cm)
eter regime of those experiments the approximation of field . _

. . . . . FIG. 2. The cavities’ parameters are as follows: Cavity fl

exclusion from the pllfalectrlcs seems most likely valid. Here_g, 4o GHZ.Qy = 300, Q.= 800: the drift length between the first and
we explore this validity by comparing results based on thesecond cavity Lyina=0.64cm; Cavity 2 length L,=05cm, f,
original model with the more complete model, and extend=93.494 GHz,Q,yaqe 170; the drift length between the second and third
the comparison to other parameter regimes of experiment&RVity Lain=0.82cm; Cavity 3 lengthl;=0.5cm, f.=92.917 GHz,

; ; ; ; ; ine Qioadec=170; the drift length between the third and forth cavityq s
interest. We will consider two cases of dielectric propertles.zo.82 om: Cavity &,—93.315 GH2.0,o g 338; the dielectric permitiv-

(A) large dieleqtric CQnStam’ high losg £ 12.24-13.67) ity, £=10.00-10.88 has a slightly lower real part, permitting greater field
and (B) large dielectric constant, moderate 1035s=(10.0  penetration, and a smaller loss tangent, so that a larger region of dielectric is
—i0.88). MAGYKL has been used successfully in the desigmecessary to achieve the same value of deQighhis was achieved with the

of devices in the case “A” regime, taking the field profile as dielectric inserts of width. e cayi= L giel,cavz= 0-18 cm. The solid line in the

. . R . figure is the electric field profile in the second cavity determinecchs:

if the ceramic _vvgre metal. Case “B re_qwres a greater ,,e The dashed line in the figure is the electric field profile in the second
length of ceramic insert, necessary to achieve the same ovefavity determined byieLEc.

all absorption to achieve the desi@n TheDIELEC field pro-

file (“true” cavity) has a more complex structure, and the ] o ] )

CASCADE field profile used byMAGYKL is not as good an ciated with self-oscillation. A simple metal drift tube,
approximation in this parameter regime. Figure 2 shows th&ounded by tran5|t|0ns to the _gyrok_lystron cavities on e_|ther
profile of the cavity field for the radial position at which the €nd, can function as an unintentional resonant cavity to
electron beam travels, for both the true cavity and themodes different from the normal operating mode. This is
equivalent cavity for case B. The effect of the extended diParticularly true with gyroklystrons operating in the gE
electric region is apparent, causing a plateau in the field proMode, since the lower order TEmode can propagate at drift
file. This deviation from the equivalent cavity profile is suf-
ficient to influence the electron beam. Figure 3 shows the

1 T

Case B

ty

Cavl

0.6

0.4

0.2

Electric field profile in the 2

oL PN S N T T T N T T T T O | Ol

[y

transfer function curves calculated by boWacYkL and - Case'B ' : - : ' ' ]
MAGYKL-C for this case. It can be seen thahGYkL and 25 L N
MAGYKL-C differ distinctly in the peak efficiency. Similarly, - MAG YKL ]
the efficiency versus frequency dependence as predicted b;@ 20 E ]
MAGYKL and MAGYKL-C is different. For this design, it < \ ]
would be necessary to use the new version of the code to beg 15 - MAG YKL-C ]
confident of the results. However, in the cases, such as cas(g N ]
A, the benefits of the computation speed justify the proce- g 10 | ]
dure of using the “cold” field axial profile iMAGYKL with- X ]
out taking into account the effect of the lossy dielectric. s F .

0 :u PN N [T U T W NN U T T N T N T TN T N T W N U T W N Y O 0N |:
I1l. DRIFT TUBE DESIGN 1 2 3 4 5 6 7 8 9

P_(W)

Gyroklystron drift spaces ideally provide a field-free en-
vironment in which ballistic bunching of the electron beamFIG. 3. The transfer curve predicted bycvkL (dielectric insert assumed
can occur. As discussed in preceding sections, the drift tubeot Perfur?ing thi,ﬁfo'lds in the ;a¥::yr Te’i‘BCADEﬁ?'dstaretusem”d byt

. . . AGYKL-C (DIELEC Tields are use) e electromagnetic structure parameters
ra_dlus IS me_lde smal! enOUQh to gnsure that the caV|_ty Opeg-re the same as in Fig. 2. The beam parametgersva#cBS kV, I=p4A, a
ating mode is cut off inside the drift tube. However, this does_; 5 (ms Qv /v,)=10%. Magnetic field is 35.8 kG and the drive fre-

not guarantee that the drift tube is free from the fields assoguency is 93.45 GHz.
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tube radii and frequencies considerably below the limiting 160 [
values for the Tk mode. These types of instabilities asso-
ciated with inadvertent drift tube resonators, as well as
backward-wave gyro-instabilities in the drift tubes, become __ 120
increasingly troublesome as one pushes toward higher bearTE 100
power. Q

To prevent drift tube oscillations, lossy dielectric mate- & 80
rials (absorbersare placed inside the drift spac€sThe ab- €
sorber consists of a continuous liner of lossy dielectric that §

covers most of the drift tube length. The extreme ends of the & 40
drift tube adjacent to the cavities are metal, to prevent power

140

R L L R Bl Rl LR LR AR

deposition into the dielectric from leakage fields. Often the 20 '

dielectric radius is made somewnhat larger than the surround- e E——
ing metal, to help prevent charge buildup from stray elec- <40 -3 20 -0 0 10 20 30 40
trons from the beam. The procedure for analyzing the stabil- Axial wavenumber k (em™)

ity of a candidate drift tube consists of a number of steps that

are applicable to any of the configurations, although the deE!G. 4. The dispersion curves are plotted for the,JETM;;, and Tk,

tails will depend on the specific structure under investigation™°des fora=1.75mm. The dispersion curve for cyclotron waves on a
. . . . .relativistic beam is given byw=Q+k,v,, where( is the relativistic cy-

Essentially, one first determines the frequencies where osmL

lotron frequencyk, is the axial wave numbewave propagation factpr
lation could occur. This is followed by an evaluation of the andv, is the axial beam velocity. It is represented by the straight line in the
attenuation and quality factor of the lossy structure at thes#égure, for the case of a 65 kV beam with a 36.8 kG magnetic field @and
requencies, In comparison to computed start oscllaton valz L e pedled Jwasn v wi Moral e el
ues. Finally, if needed, t_he physical _dlr_nenS|ons of the (_jnftby I:II’EH, HMli and HE,. This latter notation indicat’es that the modes are
tube structure can be adjusted to optimize performance in athw hybrid (both E, andH, components exist
iterative manner.

To illustrate the procedure, consider placing a liner with
a radial thickness of 0.8 mm and a complex dielectric con-
stant ofe =12.24-13.67 around the 1.75 mm drift tube. Pro-
vided that the length of the dielectric is at least several wavethe backward wave HM, 75.2 GHz for the backward-wave
lengths long, one can ignore edge effects and model thElE;, and 119.2 GHz for the forward-wave HE Having
structure as being infinitely long. identified the relevant frequencies for beam-wave intersec-

Cyclotron maser instabilities are most likely to occur at ations (and thus potential instabilitigsone can now evaluate
frequency where the dispersion curg plot of frequency the stability of the loaded structure.
versus axial wave numbepf the drift structure intersects To better quantify the effect of dielectric on each of the
with the dispersion curve for Doppler upshifted cyclotron modes, one must realize that is often not the attenuation per
waves supported by the electron beam. When a dielectrignit length that is critical for suppressing oscillation, but
liner is placed into the drift tube, two effects occur. First, for rather the quality factor of the inadvertent cavity that can
modes that can propagate in the empty guide at the fresyist within the drift tube. This quality factor will determine
guency qf interest, 'the presence of !osses creates a compl@tether a particular beam power will trigger oscillation
propagation factor in the axial directigh=Kk,—ik;;, where  qjn oo giapility scales as the product of beam power @it
the axial variation of fields is assumed to follow the func- the transitions on both ends of the drift tube produced total

tional form e 152, The termk,; represents an attenuation . L . g
. .. reflection (a worst-case situation the dielectric-induced
caused by the losses. The second effect of the dielectric is a ( on

significant change ik, ; modes that were originally heavily glijahtsy I;’:lctor Of"tsu?h ? c;awtg/slr\]/ourl: ?:Q?: klzltlt(za \I/nr
cut off at the frequency of interegk,;>0, k,=0) can often 9. € qualily tactors of the modes are plotted Versus

6frequency. The potential instability frequencies from Fig. 4
lossy dielectric liner to be effective, it is important that these®'® indicated with the circles. One can see that quality factors

newly liberated modes receive sufficient attenuation as wel@t the HEa, HM1,, and the lower HE, instability frequen-

In the same manner, the addition of dielectric also modifie§ieS are below 7, which indicates extremely effective load-
the functional form of the dispersion curve and changes thé9- Since these values Qf, are massively below the empty
instability frequencies. The modified dispersion curves for?€am tunnel startin for the design currentabout 200,
what originally were the TE, TMy;, and TE, modes are drift tube stability at these intersection frequencies is guar-
shown in Fig. 4, and are now indicated by HEHM,,, and anteed. Because the gyroklystron amplifier will be used in
HE,,. This latter notation indicates that the modes are nowadar, it must be unconditionally stable at the operating point
hybrid (both E, and H, components exist The new HE;  in the cavities as well as the drift tubes. Thus, a linear analy-
backward-wave intersection frequency with the beamline isis was used to determine stability conditions in each part of
now at 51.8 GHz, while the forward-wave interaction with the circuit’® More detailed stability analysis is out of the
this mode is eliminated. However, the HMand HE, curves  scope of this paper and will be published elsewhere in the
have been pulled down to have intersections at 56.0 GHz fdiuture.
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KL AL RN A L N R AL ARGUS™® These codes are the only practical tool to investi-

; ] gate the effects of cylinder/coax centerline offsets, coupling

B E E slot axial offsets, nonequal slot azimuthal spacing, slot rota-

s . b 3 tions, cavity wall distortions, and other nonideal configura-
E E ] tions. These codes are viewed as complementary in their
‘E, 15 F 3 characteristics; each with particular advantages that can be
= E ] exploited. The tetrahedral modeling elements employed by

5 10 [ B HFss conform nicely to structures with curved surfaces, al-

r ] though small “facets” must be used for high accuracy. This

SE E results in a large number of unknowns, leading to large prob-
0 L T T T lems that strain computational resources. Geometric param-

0 20 40 60 80 100 120 140 160 eterization is also difficult due to the adaptive meshing, since
a geometry change results in a different initial mesh. On the
other hand, the ability to transmit a wave through the struc-
FIG. 5. The quality factorsQ=k,/k;;, of the modes are plotted versus ture at a particular frequency closely mimics typical testing
fr(_equency_. The potential instability frequencies from Fig. 4 are indicatedor operation scenarios\RGUs clearly identifies the cavity
with the circles. eigenmodes, in contrast tors§ where decomposition of the
electric field is required to determine mode content. The
IV. DESIGN OF THE INPUT COUPLER structured grid oARGUS results in a “stairstep” approxima-
tion of curved surfaces, requiring a dense grid for adequate
The input coupler has to satisfy the following require- resolution.aARGUS is somewhat faster, since it can be run on
ments. First, the bandwidth of the coupler should be enougltray supercomputers, although the overall solution time is
to meet the demands of the gyr0k|ystr0n bandwidth. Secondjomparatﬂe to that usingpss since mu|t|p|e runs are re-
the operating mode should be diEand there should be high quired forQ determination. Large problems can be handled
degree of mode purity. Third, the amount of power coupledyith aArGus, albeit with long solution times. However, pa-
into the TE; mode should be maximized. To meet theserameterization is relatively easy with a structured grid. Fi-
requirements we choose a coaxial slotted structure for thgally, the real utility of using both codes for coupler model-
input coupler}” shown in cross section in Fig. 6. The couplering is confidence in the results. The same answers are
has the advantage of a single guide feed, good cavity modgbtained using two completely different solution approaches.
purity, minimal ohmic loading of the cavity walls, and it can Both codes were used with various methods of solution to
be designed with a low loaded quality factor. model many issues concerning the input coupler, including
The input wave guide excites the i mode in the resonant frequencies, mode®’s, resistive loading, mode
outer cavity. Power is coupled through four axial slots to thepyrity, parameterization, and manufacturing tolerances. In
inner cavity Tk;; mode. We employed in the design effort particular, ARGUs and HFss were used to model th€® and
two general three-dimensional3D) codes, HFsS® and  resonant frequency for the operating mode of the input cou-
pler. Excellent agreemeri0.1% was achieved between the
two codes.
input Several techniques were employed withssto deter-
J i mine the resonant frequency afdof the TE,; mode in the
cylindrical cavity. The cavity resonant frequency davere
determined from the frequency dependence of stored energy.
The resonant frequency, , is the frequency at maximum
TEou stored energy an®@="f,/(f,—f1), wheref, andf, are the
upper and lower frequencies where the stored energy is half
of the maximum value. Specificallyg* E was calculated
over the cavity volume, using the “fast-frequency sweep”
option which uses an asymptotic wave form evaluation to
calculate a “bandwidth” solution from a full field solution at
a single frequency. Excellent agreement withGus results
was obtained with a sufficiently high number of polygon
segments approximating circular boundarie?°/facet. A
second method “de-embeds3;; at the drive port to find the
“detuned short” position. The resonant frequency &dre
calculated from the phase of the reflection coefficiemss
has also been used to model a “transmission” measurement
by launching the Tl mode in the cylindrical cavity by eva-
nescent coupling through the drift tube and “receiving” at

Frequency (GHz)

TEn
coaxia

FIG. 6. Hrss simulation of coaxial drive cavity in cross sectional view the rECtangU|ar pOI’F. _ _
showing|E|2. ARGUS is used in the eigenvalue solver mode. In prin-
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T T | T T T | T T T — 60
experiment

ciple, all relevant modes and frequencies can be determined. 25 T+ T T
Since the entire problem volume, including conductors, is L
meshed, a sector of the configuration is typically modeled for
reasonable problem size and solution time. Resonant fre-
guencies an@'s in ARGUS are determined from a variation -
of the “detuned short” method due to Kroll and ¥requir-
ing multiple runs as the length of the input wave guide is
varied. The method of geometry input KRGUS is more
conducive to parametric variation than faFss once the
basic geometry has been setss on the other hand, can be
more quickly set up when major geometry changes are in-
volved. Both HFSs and ARGUS were used to estimate the 5 -
mode purity of the Tk, circular cavity mode. Performance
of the input coupler is found using botiFss and ARGUS to
be quite sensitive to dimensions, and the dimensional sensi- o L L b L g
tivity approaches the limits of ordinary manufacturing toler- 93 932 934 936 933 94 94.2
ances. Note that a 0.0003 cm change in cylindrical cavity Frequency (GHz)
radius shifts the resonant frequency byl00 MHz. It is ) o ) )
important that the slot angular orientation be within about 1/ 7: Theoreticalsolid line) and experimentablack circles peak power

. . and efficiency as a function of drive frequency. Cavityf & 93.00 GHz,
of the normal value of 45° with respect to the Input WaVEQeX[: 150, Qjos= 800; Cavity 2f.=93.74 GHz,Q,paue 108; Cavity 3f,
guide. A 1° slot rotation increasdsby ~20 MHz and re-  =93.14 GHz, Qageq= 107; Cavity 4f.=93.49 GHZz, Q pageq 145; Elec-
ducesQ by 3%. A 5° slot rotation increasddy ~36 MHz tron beam parameters arg:=57.72kV, |=4.2A, a=1.5, perpendicular
and reduce€Q by 30%. A frequency and) within =100 vel_opity spreadAvL/v‘L:g%. Magnetic field was optimized for maximum
MHz and =50, respectively, of the design values are acceptgvﬁfc'ﬁ;]e?scé‘%n&32ndw'dth above 600 MHB=36.0kG. The 3 dB band-
able from overall circuit performance considerations.

50
20 theory

40

30

Efficiency (%)

20

() pmod mdnQ yead

10

roklystron will demonstrate the extent of the validity of the
V. SUMMARY entire design methodology, which includes design tools for

The design of both two and three cavi§,-band gy-  both electrical and thermomechanical analysis.
roklystron circuits have been validated experimentafly.
The design of the W-band gyroklystron circuits have beefACKNOWLEDGMENTS
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the validity of the design codes and the design methodology.
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